
PUBLIC POLICY BRIEF

Private companies are constantly finding 
new and innovative ways of incorporating 
new technologies into their offerings. As they 
do, Americans are moving their lives into the 
digital realm. 

While many of these products tout enhanced 
security protections for their consumers, the 
reality may be different than what they think.

Biometric technologies specialize in using 
identifying human features for verification of 
the user. From fingerprints to DNA to voice 

recognition, technology has opened up vast 
possibilities that were previously unimaginable.

While commercial uses of the technology can 
yield positive results, law enforcement is also 
using these tools to achieve their stated goal 
of protecting the community.

But the public is not always aware law enforce-
ment is using these technologies in this fashion. 
There was no public buy-in, no discussion, and 
no process to establish guardrails to protect 
an individual’s constitutionally protected rights.
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With the introduction of new 
technologies (both digital 

and not), an erosion of the Fourth 
Amendment began to slowly develop. 
Gathering information on people, once 
a long and strenuous endeavor, could 
be accomplished with mere computer 
keystrokes.1 

The knowledge should come as no 
surprise—in fact, over 90% of all the 
data created in the world has been 
generated in the last two years alone. 
Every day, humans around the world 
generate over 465 exabytes of data, 
which is enough data to completely 
fill the storage capacity of nearly 
589 million PlayStation 5 consoles. 

More than ever, Americans are 
interfacing with the internet to perform 
many tasks they would normally 
have to do in person. Whether it’s 
banking, shopping, researching, 
or employment, everyday life is 
becoming increasingly digital-centric. 

The increasing interaction of 
individuals with these technologies 
often puts them in the crosshairs 
of law enforcement, who also use 
technology to assist them in a variety 
of matters. While previously, some 

things about people could easily 
be kept private due to the physical 
nature of interactions with the world, 
the internet does not abide by these 
constraints. 

One clear example is biometric 
technology, which is used both by 
the government and private citizens. 
In 2013, Apple introduced the use of 
fingerprint recognition for the iPhone 

and iPad.2 In 2017, the company 
made facial recognition available as 
an added security feature.3

Other companies have followed, 
implementing such features for broad 
consumer use and convenience. The 
government has long used fingerprints 
for identification purposes, and it 
sets the stage for conflict between 
citizens and law enforcement. 

Rapid advances have also occurred 
in personalized DNA technology, 
where Ancestry.com4 and 23andMe,5 

among others, have created privately-
owned genealogical databases to 
allow for people to discover more 
about their family history. Some 
companies offer health guidance to 
customers based on their genetic 
profiles. Tens of millions of individuals 
have now provided their private DNA 
information to such companies.6

Society’s adoption of technology and 
consent to its use has created gray 
areas in the law that overzealous 
law enforcement officers can take 
advantage of without placing a priority 
on the expectation of and right to 
privacy. 

If a law enforcement officer wants to 
obtain physical evidence, they must 
obtain a warrant to search private 
property for it. However, as material 
increasingly moves online, traditional 
Fourth Amendment protections are 
not being enforced. For example, law 
enforcement often does not need a 
warrant to access a person’s data 
collected or stored by third parties. 
A simple subpoena, or even a direct 

request by an officer, can lead to 
the government gaining access to 
a person’s private information.

This “third-party doctrine,” as it 
is called, has long provided an 
exception to the warrant requirement 
for information about a person that 
is possessed by another. One form 
of this third-party data is cell site 
location information (CLSI), which is 
generated through pings off of cell 
towers and collected by third-party 
carriers like AT&T or Verizon, to track 
the location of connected devices. 

The U.S. Supreme Court’s recent 
ruling in Carpenter v. U.S. chipped 
away at this past precedent, 
holding that individuals do have an 
expectation of privacy in their cell 
phone location information, so now 
law enforcement now must obtain a 
warrant even though it is information 
held by a third-party provider.7

Utah’s Legislature recently built upon 
the Carpenter case by passing House 
Bill 57 in 2019. The law requires 
state and local law enforcement to 
obtain a warrant in order to access 
a person’s digital data, regardless 
of where it’s stored or by whom.8 

Additionally, the law also prohibits 
bulk data collection to ensure that the 
particularity requirement of the Fourth 
Amendment is enforced by statute 
when accessing large quantities 
of digital data about persons who 
might not be the suspect.9

It is this very requirement of 
particularity that presents a problem 
for law enforcement’s access to 
digital data, specifically the exception 
provided by the plain view doctrine.10 
When searching a person’s home, 
for example, law enforcement has 
the ability to search the property for 
evidence described in the warrant. 

Should they see something in plain 
view not described in the warrant 

The legal principles regarding individuals’ right to 
privacy do not evenly apply to digital devices.
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during the course of the search, 
and officers believe it is connected 
to the crime or separate evidence 
of criminal conduct, they can seize 
it and use the evidence to further 
charge the suspect. Of course, the 
plain view exception does not permit 
looking in areas of a home that are 
not allowed under the warrant.

These principles do not evenly 
apply to digital devices. When 
law enforcement seizes a phone, 
they can digitally clone the device, 
taking all information off the phone 
to search its contents for evidence 
of a crime. If looking for evidence 
of conducting drug sales, officers 
can look at information on banking 
apps, social media, photos, phone 
contacts, messages, and any other 
content on the phone. 

This broad search—reviewing content 
that reveals intimate information about 
a person’s entire life—places an 
alleged criminal in an extraordinarily 
compromising position. A person 
innocent of the alleged crime could 
have had their phone searched, 
only to find themselves in trouble for 
something completely different. The 
digital nature of data complicates the 
ability to particularize and narrow a 
search if officers have access to all 
contents of a device.

Technology & The 
Fifth Amendment

The Fifth Amendment of the 
Constitution is the crux of the 
relationship between an individual 
and their government, as it relates 
to criminal proceedings and due 
process. Particularly, the Fifth 
Amendment provides protections 
from double jeopardy, provides the 
right to a grand jury, requires the 
government compensate an individual 
if they forcefully take their property, 
and most importantly, provides 
protections from self incrimination.11

The Fifth Amendment was included 
in the Constitution in response to 
the overreaching actions of the 
Courts of Star Chamber and High 
Commission—British courts that 
operated from 1487-1641.12 Their 
judicial proceedings looked far 
different than anything the United 
States court system operates like. 

Eventually, England disbanded 
these courts when switching to 
the common law system, which 
enshrined the notion of not being 
forced to self-incriminate. Even 
within the colonies, this tenet of 
the common law made its way into 
colonial founding documents and 
carried over into state constitutions. 

The Fifth Amendment has also been 
complicated by new technological 
advancements. As one example, 
consider a locked cell phone seized 
by law enforcement pursuant to a 
warrant. If this device is locked, 
and law enforcement believes it 
contains evidence proving a suspect 
committed the crime, can the 
suspect be compelled to unlock 
their phone? Is it more permissible to 
compel the individual to biometrically 
unlock their phone, as with their 
fingerprint or facial scan, versus 

having them divulge or directly enter 
an alphanumeric passcode?

Courts have been inconsistent in 
determining the application of this 
constitutional protection to cases 
such as the above hypothetical. 
Part of the problem lies with the U.S. 
Supreme Court for not clarifying a 
difference between physical and 
mental communication and whether 
biometrics should be included under 
the Fifth Amendment.13

State courts have been relatively 
split on the issue of compelling an 
individual to unlock their devices 
for law enforcement. The Court of 
Appeals of Minnesota found that a 
court order issued to compel the 
defendant to unlock his cell phone 
did not violate the Fifth Amendment.14 

In the case of U.S. v Apple MacPro, 
the U.S. Court of Appeals for the 
Third Circuit found that a judge 
may order an individual to provide 
unlocked un-encrypted devices if 
the device is proven to be owned 
by the defendant and is proven to 
contain evidence of the accusation.15 

But in Commonwealth v Bost, 
a Virginia state judge ruled “law 

The U.S. Supreme Court has not kept up with technological advancements
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enforcement may require a criminal 
defendant to provide his fingerprint—
but not his passcode—to unlock 
a smartphone that might contain 
evidence that would be used against 
him at trial.”16

Many of these cases were based on 
a concept used by law enforcement 
known as the Foregone Conclusion 
Doctrine.17 The Forgone Conclusion 
Doctrine relies on three core principles. 
The state has to demonstrate that

1.	 It has knowledge of the evidence 
they are demanding;

2.	 The defendant possessed or 
controlled the evidence; and

3.	 The evidence is authentic.

Essentially, the government must 
show that the device in question 
contains evidence, that it is genuine, 
and that the evidence belongs to 
the accused.18 Also, a layer of 
particularity has to be described by 
the government, so law enforcement 
cannot use generalized statements 
in their request from the court to 
acquire an order to compel.19

However, this issue appears unsettled 
due to differing rulings from other 
judges. For example, a U.S. district 
court judge in Idaho denied law 
enforcement’s request to obtain 
a search warrant that would allow 
them to compel the individual to 
use his or her fingerprint to unlock 
their cell phone. 

The judge wrote that “compelling the 
use of the individual’s fingerprints 
violates the fifth amendment rights 
against self-incrimination because the 
compelled unlocking of the phone 
with fingerprints would communicate 
ownership or control of the phone” 
and the search and seizure “would 
not be reasonable under the fourth 
amendment.”20

The most recent case on this issue 
comes from the Supreme Court of 
Indiana, in Seo v State.21 

In this case, the defendant called 
law enforcement to inform them 
she had been raped, and when they 
arrived, she allowed a detective to 
examine her phone for evidence. 
While the alleged rapist never had 
charges brought against him, the 
defendant was arrested and charged 
with felony stalking after detectives 
reviewed her text messages.22 The 
court found that the Fifth Amendment 
protection against self-incrimination 
was applicable against a woman who 
refused to unlock her phone for law 
enforcement because complying with 
the order was a form of testimony 
under the Fifth Amendment.23

While law enforcement generally will 
argue that a warrant provides them 
the legal basis to compel biometric 
assistance of a suspect in gaining 
access to a digital device, the split 
nature of these rulings makes clear 
that this remains an unsettled legal 
question, and one for which new 
technologies have created urgency. 

Problems with Biometrics 
and Mass Data Gathering
A: Existing Databases of Public 
and Private Information

The amount of data that is gathered 
on Americans in the age of the 
internet is unsurprising. Data is 
being generated incredibly fast, 
and that rate is only increasing. 
Law enforcement has tapped into 
this information for the purposes of 
investigations at one point or another. 

Over 2.5 quintillion bytes of data are 
created by people every day.24 Over 1 
billion credit card transactions happen 
every day.25 57 million people in the 
United States use mobile banking 
apps on their phones.26

The healthcare system has produced 
databases filled with millions of 
people, the largest of which contains 
over 250 million patient records 
supporting 80 million patient visits 
each year.27 A recent Gallup poll 
found 45% of Americans track their 
health via digital fitness trackers or 
mobile applications.28

Court rulings on data privacy have been mixed
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Many Internet of Things (IoT) devices 
are implemented in daily life. In 2006, 
there were only about 2 billion such 
devices.29 By 2025, the number of IoT 
devices could rise to as high as 41.6 
billion.30 This includes everything from 
voice controlled navigation systems 
to home security systems to smart 
wearables, like Fitbits, that people 
wear to track their health metrics. 

Banjo, a Utah tech company, 
made headlines recently after it 
was revealed that it had obtained a 
contract worth $750,000 to build an 
intricate real-time surveillance system 
for the state’s Attorney General’s 
office.31 The software boasted the 
ability to listen to 911 calls, scan 
social media posts, monitor traffic 
cameras, track the location of police 
cars, and more—providing quick and 
precise details of citizen conduct.32

As technology continues to evolve, 
it will open up more avenues and 
opportunities to leverage the 
technology in such a way that law 
enforcement can benefit from the 
information.

B: Facial Recognition Technology

In the 1960s, Woodrow Bledsoe 
developed a semi-automated facial 
recognition system to analyze facial 
features within an image.33 30 years 
later, the technology had progressed 
to the point of enabling real-time facial 
recognition.34 While the technology 
offers many benefits, it’s still fallible 
and imperfect. When used and 
heavily relied on by law enforcement, 
it can put innocent people, especially 
minorities, in the crosshairs of law 
enforcement.35

Robert Williams offers a cautionary 
tale of the consequences of over 
reliance on an incomplete technology. 
In January 2020, police in Detroit 

were looking for a suspect who 
robbed five watches from a store. 
When police received the security 
footage from the store, they ran 
it through their facial recognition 
software. The software gave them 
a name: Robert Williams, 42 years 
old in Farmington Hills, Michigan.36 

This case is worth highlighting 
because it was one of the few times 
where police admitted that facial 
recognition technology was what 
prompted police to act and arrest 
Williams, in front of his wife and two 
children. When his wife asked what 
her husband was being arrested for, a 
law enforcement officer rudely replied, 
“Google it.”37 The footage from the 
security camera was grainy and low 
quality, and when Williams denied 
being the man in the photo, police 
retorted, “So I guess the computer 
got it wrong, too.”38

Police relied so heavily on the 
technology that it became a 
detriment to the performance of 
their responsibilities. They detained 
Williams for 30 hours, then released 
him on bail until a court hearing 
could be set for his case. They never 
bothered asking about Williams’ 
whereabouts that day. There was 
not even a witness to the crime.39 

Ultimately, the prosecutor in Wayne 
County dropped the charges against 
Williams, citing insufficient evidence.40 
Williams was taken away from his 
family, forced to sit in jail for 30 hours, 
and had to make bail. He was treated 
as a criminal as a direct result of 
improper use of facial recognition 
technology, all for a crime he did 
not even commit. 

Consider the example of the Amazon 
Ring Doorbell. One of the most 
popular smart locks on the market, 
the lock includes a camera feature 
so homeowners can see who is at 
their door. With the ever-increasing 
number of homes installing such 
locks, it is unsurprising to see that 
law enforcement wants a piece of 
the action. 

Amazon is more than happy to assist 
in this regard. In fact, Amazon has 
actively engaged in partnerships 
with law enforcement, having over 
1,400 agreements with local law 
enforcement agencies.41

Situations like these reinforce 
why it is important to proactively 
address technology policy issues 
as opposed to waiting for courts 
to do so, potentially years or even 
decades after they are first utilized by 
government actors. New technologies 
can be a powerful tool, but when 
used incorrectly, the costs to innocent 
individuals can be exorbitantly high. 
A framework needs to be established 
where the harm to individuals can 
be mitigated sufficiently. 

C: Voice Recognition

According to Steven Cooper, 
Barclays’ head of personal banking, 
“Unlike a password, each person’s 
voice is as unique as a fingerprint.”42 It 
is unsurprising that voice recognition 
technology has developed over 

New technologies 
can be a powerful 

tool, but when used 
incorrectly, the 

costs to innocent 
individuals can be 
exorbitantly high. 



LIBERTAS INSTITUTE  |  ADVANCING THE CAUSE OF LIBERTY IN UTAHPUBLIC POLICY BRIEF   |  PROTECTING THE RIGHT TO PRIVACY IN A DIGITAL ERA

the years to recognize speech for 
different purposes. The technology 
made massive strides, with voice 
recognition technology being used 
in the workplace by the 1990s.

Today, voice recognition technology is 
used as a method of improving daily 
life. Take Siri, Apple’s virtual assistant. 
It has numerous of features, from 
comprehending complete sentences 
to checking the weather, sending 
messages to contacts, making phone 
calls, and more.43 Cars integrate 
voice commands to make phone 
calls, set GPS destinations for travel, 
and more.

Unsurprisingly, the technology 
has found its way into use by law 
enforcement. While it can be used 
for consumer purposes, like the 
aforementioned improvements, law 
enforcement can use it to assist them 
in identifying the voices of people 
they are surveilling. 

Verification plays an important role 
in investigations, and people are 
not the best resource to rely on in 
those instances. While people can 
accurately identify familiar voices, they 
struggle to identify unfamiliar voices in 
ear witness testimony, making them 
unreliable and inaccurate.44 Current 
voice recognition technology can 
scan about 10,000 voices every five 
seconds and can identify someone 
90% of the time when the audio 
clip is at least 15 seconds long and 
good quality.45

This technology can easily be 
integrated into existing ones. Let’s 
return to the example of the Amazon 
Ring Doorbell.46 These systems have 
the ability for consumers to interact 
with people who arrive at their door 
by speaking through their related 

products.47 This means that if that 
video/audio footage were shared 
with law enforcement, they could 
harvest the voices of dozens of 
innocent people who interact with 
another person’s private home. 

Like any novel technology, in order 
to be reliable, law enforcement 
would need to have access to an 
inordinate amount of data. While 
Rosalynn Carter once said, “There 
is nothing more important than a 
good, safe, and secure home,”48 it 
can not come at the expense of a 
person’s reasonable expectation 
of privacy.

D: DNA Databases

Michael Usry, Jr.’s father submitted 
DNA through a project sponsored by 
The Church of Jesus Christ of Latter-
day Saints as a public database. 
The project and database were 
eventually acquired by Ancenstry.
com, one of the leading for-profit 
firms in genealogy. 

The company received a court order 
to reveal the last name of a DNA 

sample’s owner to police, which 
was contained in this database. 
Detectives used the information to 
persuade a judge in Louisiana to 
sign off on a search warrant for Usry, 
Jr. to provide his DNA to compare 
it against that of the sample they 
suspected belonged to a person 
who had committed rape and murder 
in 1996.49

This tactic of “genetic genealogy,” 
using DNA information and private 
databases as a source to build leads 
and identify unknown samples, is 
becoming increasingly common—but 
they are often inaccurate. One study 
conducted in 2014 found only 17% 
of familial genetic searches led to the 
identification of a relative to the true 
offender.50 That is an astoundingly 
low level of success, meaning that 
a large number of innocent people 
are being incorrectly targeted as a 
result of these types of searches.

These “fishing expeditions” into 
massive databases to generate leads 
often present more problems than 
solutions for cases. The process 
inherently violates an individual’s 

Michael Usry, Jr. was arrested for murder because his father shared his own DNA
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reasonable expectation of privacy 
and their consent for providing such 
DNA samples to begin with. 

Given the shared nature of DNA 
information, the question about 
consent becomes even murkier since 
relatives can expose close family 
members and distant cousins alike 
without their knowledge or permission. 
Such broad searches seem to violate 
the particularity requirement of the 
Fourth Amendment.

Fortunately for Usry, he was cleared 
from being a suspect in the murder 
case. This came after his initial arrest 
and weeks of being accused by 
law enforcement of a murder he 
did not commit. But Usry’s life was 
interrupted and profoundly impacted 
because law enforcement used 
a new technology in a way that 
allowed them to disrupt an innocent 
person’s life.51

What Needs to Happen

Part of the underlying issue when it 
comes to law enforcement utilizing 
technology is the nature of the data 
they are trying to access. While 
publicly available information on 
people is well within law enforcement’s 
rights to tap into, when it comes to 
data being produced for private use, 
the lines become blurred. 

The responsibility of thinking about 
the implications of law enforcement’s 
use of technology falls not just on 
law enforcement agencies, but 
on businesses too. Technology 
companies must consider how the 
tools they design and sell to police 
departments minimize accountability 
and exacerbate injustice. 

It is imperative to scrutinize how the 
products they design could alter the 

relationship between the government 
and individuals. Companies should 
not be in the business of profiting by 
exploiting irrational fears of crime.

As individuals increasingly incorporate 
digital technology into their everyday 
lives, the collision course between 
themselves and law enforcement 
accelerates. Automation, artificial 
intelligence, facial recognition, 
digitalization of information, and the 
proliferation of biometric security have 
placed the criminal justice system in 
a radically different position than it 
was just three decades ago. 

Indiv iduals’ re lationship with 
government has fundamentally 
changed because of technological 
advancements and the power it 
places in the hands of the state. 

Government’s access to personal 
information is governed by the 
warrant process. But is judicial review 
adequate to the task? Part of the 
issue is the fact that jurisprudence 
has a hard time keeping up with 
technology. This is due to Martec’s 

Law, which states that technology 
grows exponentially while the 
government’s ability to adapt and 
regulate is more logarithmic in nature. 

New technologies, such as biometric 
access to a device, are unrolled at 
breakneck speed. Law enforcement 
tends to avail themselves of such 
tools as they become available. Only 
later are restrictions enacted when 

their use is challenged in court. But 
this delayed protection is inadequate. 

Courts disagree when it comes to the 
application of new technologies to 
existing precedent. The inconsistency 
in rulings on biometric access 
highlights how new technologies 
can fundamentally alter previously 
held notions of appropriate levels of 
government intrusion into privacy. It 
will be some time until the Supreme 
Court is able to clarify its previous 
opinion dealing with alphanumeric 
locks on devices and its application 
to new biometric features. 

But such a ruling should not end the 
discussion, since it was the Court that 
created the “third-party doctrine” that 
now permits most law enforcement 
agencies to access people’s private 
information without a warrant. More 
protections, proactively put into state 
law, are needed beyond the delayed 
constitutional floor established by 
the Court. 

As Justice Samuel Alito once wrote, 
“[Courts] are very ill-positioned to 

make these determinations…. We are 
not up on all the latest technology. 
If privacy is to be protected in the 
future… state legislatures should 
take the lead.”52

First, there must be limits imposed on 
the kinds of data that law enforcement 
has access to when accessing or 
cloning a suspect’s device; the 
particularity requirement of the Fourth 

These “fishing expeditions” into massive databases to 
generate leads often present more problems than 

solutions for cases.
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Amendment must hold true when 
accessing a person’s entire digital 
existence. In reality, not all digital 
data is evidence, but simply digital 
information considered private by 
someone who has a reasonable 
expectation for that to be respected. 

That expectation should extend 
into the courtroom, as well. Law 
enforcement needs to articulate 
with specificity the evidence they are 
looking for on a device and where it 
could be found. It is unacceptable 
that a person could be potentially 
culpable for completely unrelated 
crimes simply because the plain 
sight doctrine could not be evenly 
applied when collecting evidence 
from an electronic device. 

New technologies must be vetted 
transparently and proactively before 
being used by law enforcement 
and government agencies. Having 
a dedicated office or committee  
review these technologies and solicit 
public involvement will facilitate a 
conversation that prevents the secret 
or opaque use of new tools without 
public knowledge or consent.53

Such guardrails will ensure that 
people’s right to privacy is better 
protected and help deter what 
some fear is becoming an Orwellian 
surveillance state. 

Policymakers also need to directly 
confront the question of biometric 

access and set boundaries around 
when law enforcement agents can 
compel access to a person’s locked 
device. Split court rulings show the 
unsettled nature of this question, 
and it may be years before the U.S. 
Supreme Court takes up the issue, 
if it does at all. 

But as Justice Alito articulated, state 
legislatures are better positioned to 
respond to policy questions such as 
this. Elected officials should therefore 
establish a set of limits within which 
such compulsion can be permitted 
for egregious conduct and exigent 
circumstances and prohibit it for all 
other cases so as not to force people 
to reveal their personal information 
and therefore incriminate themselves.

Lastly, there needs to be independent, 
credible, and consistent auditing of 
technologies being used by the 
government. These independent 
audits should be made available to 

the public for general consumption. 
Developing a f ramework for 
establishing an audit process 
is crucial. Audits are a unique 
mechanism that can establish a 
semblance of credibility that actors 
are abiding by any guardrails set 
in place.

Law enforcement officials need 
to investigate crime and collect 
evidence for prosecutors to use in 
order to uphold the law. Technology 
has increasingly become part of this 
process, and rightly so. But without 
proactive restrictions and limits put in 
place by policymakers, the balance 
between privacy and security swings 
too far in favor of the state, with 
courts unable to keep up.

New technologies bring new twists 
to previously settled legal questions, 
and their rapid development makes 
matters worse. While many defer to 
the courts to resolve such questions, 
law enforcement agencies continue 
to acquire and utilize new tools and 
technologies that facilitate their job 
while potentially undermining the 
rights and privacy of those they are 
tasked to serve. 

By establishing a process that places 
proactive limits on these technologies, 
a better balance can be struck 
between protecting these rights 
while simultaneously enabling law 
enforcement officers to reasonably 
achieve their goals.  

New technologies 
bring new twists to 
previously settled 

legal questions.

PROPOSAL A: THE PRIVACY PROTECTION ACT

In the pursuit of protecting Utahn’s privacy rights, the Utah Legislature should consider passing our landmark 
proposal, The Privacy Protection Act.54 The legislation would:
•	 Create and fund a State Privacy Officer within the State Auditor’s office. The officer would be appointed by the 

Auditor. 

•	 The Auditor will assemble a Personal Privacy Oversight Committee, composed of 7-8 volunteer tech/privacy 
experts/advocates, along with 1-2 law enforcement representatives. This will be done on an ad-hoc basis 
for the short term by the Auditor. This should be formalized in statute later, to give the committee oversight 
authority and legitimacy to ensure government agencies/entities respond.
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•	 States that a government agency/entity may not use a technology/software/process that the Personal Privacy 
Oversight Committee has recommended against using unless the relevant legislative body enacts a law 
specifically authorizing its use.

◊	 For state agencies/entities, the use must terminate by May 1 unless specifically authorized by the Utah 
Legislature.

◊	 For local governments, the use must terminate within 60 days unless specifically authorized by the county 
or city council.

•	 Each favorable recommendation of a technology/software/process by the Committee shall sunset within two 
years, at which point the State Privacy Officer shall perform a review to determine if anything has changed 
about the use of the technology/software/process (additional data being used, more expansive use, etc.). If so, 
the Committee shall flag it for committee review and analysis.

•	 In 2021: the Officer and Committee shall focus on topics surrounding:

◊	 Use of video and audio feeds for synthesis/analysis to facilitate surveillance (past or present) by law 
enforcement using:

*	 public sources (911 calls, traffic cameras, body cameras, drones, etc.)

*	 private sources (CCTV, doorbell cameras, etc.)

◊	 Bulk analysis of social media feeds to recommend action/intervention by law enforcement.

◊	 Use of biometrics by law enforcement 

*	 Compelling a person to provide access to their entire digital life via a facial or fingerprint scan.

*	 Facial recognition technology, both using government databases and social media photos of people.

*	 Using public/private DNA databases to search for the identity of unknown people. 

◊	 Review data-sharing agreements among state agencies with third party participants, including but not 
limited to: federal agencies, private entities, nonprofit organizations, and public colleges and universities. 

•	 In 2021, the Officer will present to an interim committee to offer recommendations to the legislator to consider 
for the 2022 session.

The goal should be to pass a robust and comprehensive omnibus privacy reform bill that enacts necessary reforms, 
restricting government use of private information to better protect privacy and ensure information is used consistent 
with the purposes for which it was created (so as to prevent “scope creep” and surveillance where it was never 
expected or authorized.

PROPOSAL B: A MORATORIUM OF EARLY ADOPTION OF 
TECHNOLOGY BY PUBLIC ENTITIES

A more stringent approach would be to place a moratorium on the use of new, emerging, or morally and ethically 
shaky technologies by government agencies in the process of carrying out their duties. 

The reality is that new and emerging technologies are exactly that — new. They have not worked out the various 
issues they currently possess, and it would be ludicrous to enable a public entity to leverage an unproven and flawed 
technology for an “ends justify the means” theory. Other technologies, like genealogical databases, raise serious 
moral and ethical concerns over consent and the extent of information they can provide. Warrants, while normally 
viewed as a safeguard, are proving to be increasingly more like rubber stamps. Courts need support in understanding 
the technologies they are approving warrants of using, so they can better understand the nature of what they are 
signing off on. Only when sufficient progress has been made with technology and sufficient guardrails have been 
put in place should a publicly funded entity be able to use such technologies. 
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